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Online UAV Path Planning for Joint Detection and
Tracking of Multiple Radio-tagged Objects

Hoa Van Nguyen, Hamid Rezatofighi, Ba-Ngu Vo, and Damith C. Ranasinghe

Abstract—We consider the problem of online path planning
for joint detection and tracking of multiple unknown radio-
tagged objects. This is a necessary task for gathering spatio-
temporal information using UAVs with on-board sensors in a
range of monitoring applications. In this paper, we propose an
online path planning algorithm with joint detection and tracking
because signal measurements from these objects are inherently
noisy. We derive a partially observable Markov decision process
with a random finite set track-before-detect (TBD) multi-object
filter, which also maintains a safe distance between the UAV
and the objects of interest using a void probability constraint.
We show that, in practice, the multi-object likelihood function
of raw signals received by the UAV in the time-frequency
domain is separable and results in a numerically efficient multi-
object TBD filter. We derive a TBD filter with a jump Markov
system to accommodate maneuvering objects capable of switching
between different dynamic modes. Our evaluations demonstrate
the capability of the proposed approach to handle multiple
radio-tagged objects subject to birth, death, and motion modes.
Moreover, this online planning method with the TBD-based filter
outperforms its detection-based counterparts in detection and
tracking, especially in low signal-to-noise ratio environments.

Index Terms—POMDP, track-before-detect, received signal
strength, information divergence, RFS, UAV.

I. INTRODUCTION

ARGUABLY, one of the emerging disruptive technolo-
gies of the 21st century is what the Harvard Busi-

ness Review [1] has recently coined the “Internet of Flying
Things”, referring to the latest generation of consumer grade
drones or UAVs, capable of carrying imaging, thermal or
even chemical/radiation/biological sensors. Drones are touted
to be transformational for tasks from wildlife monitoring,
agricultural inspection, building inspection, to threat detection,
as they have the potential to dramatically reduce both the time
and cost associated with a traditional manual tasking based on
human operators. Realizing this potential requires equipping
UAVs with the ability to carry out missions autonomously.

In this work, we consider the problem of online path
planning for UAV based localization or tracking of a time-
varying number of radio-tagged objects. This is an important
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basic problem if UAVs are to be able to autonomously gather
spatial-temporal information about the objects of interest such
as animals in wildlife monitoring [2]–[5], or safety beacons
in search-and-rescue missions [6], [7]. Signals received by the
UAV’s on-board radio receiver are used for the detection and
tracking of multiple objects in the region of interest. However,
the radio receiver has a limited range, hence, the UAV—with
limited energy supply—needs to move within range of the
mobile objects that are scattered throughout the region. This
is extremely challenging because neither the exact number nor
locations of the objects of interest are available to the UAV.

Detecting and tracking an unknown and time-varying num-
ber of moving objects in low signal-to-noise ratio (SNR)
environments is a challenging problem in itself. Objects of
interest such as wildlife and people tend to switch between
various modes of movements in an unpredictable manner.
Constraints on the transmitters such as cost and battery life
mean that signals emitted from radio-tagged objects have very
low power, and become unreliable due to receiver noise, even
when they are within receiving range. The traditional approach
of detection before tracking incurs information loss, and is not
feasible in such low SNR environments. Reducing information
loss introduces far too many false alarms, while reducing the
false alarms increases misdetections and information loss [8].

Planning the path for a UAV to effectively detect and
track multiple objects in such environments poses additional
challenges. Path planning techniques for tracking a single
object are not applicable. Since there are multiple moving
objects appearing and disappearing in the region, following
only certain objects to localize them accurately means that
the UAV is likely to miss many other objects. The important
question is: which objects should the UAV follow, and for how
long before switching to follow other objects or to search for
new objects? In addition to detection and tracking, the UAV
needs to maintain a safe distance from the objects without
exact knowledge of their locations. For example, in wildlife
monitoring, UAV noise would startle animals away if they
move within a close range. We also need to keep in mind that
the UAV itself has limited power supply as well as computing
and communication resources.

Well-known bio-inspired planning algorithms such as ge-
netic algorithm (GA) and particle swarm optimization (PSO)
[9] are computationally expensive and not suitable for online
applications. Markov decision process and partially observable
Markov decision process (POMDP) are receiving increasing
attention as online planning algorithms over the last few
decades with techniques such as grid-based MDP [10], or
POMDP with nominal belief state optimization [11]. Further-
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more, at a conceptual level, the POMDP framework enables
direct generalization to multiple objects via the use of random
finite set (RFS) models [12]. Random finite set can be regarded
as a special case of point process when the points are not
repeated (for more information on point process theory, please
see [30], [52], [53]). This so-called RFS-POMPD is a POMDP
with the information state being the filtering density of the RFS
of objects.

RFS-POMDP provides a natural framework that addresses
all the challenges of our online UAV path planning problem.
Indeed, RFS-POMDP for multi-object tracking with various
information theoretic reward functions and task-based reward
functions have been proposed in [13]–[17] and [18]–[20],
respectively. This framework accommodates path planning for
tracking an unknown and time-varying number of objects in
a conceptually intuitive manner. In addition, RFS constructs
such as the void probabilities facilitate the incorporation of
a safe distance between the UAV and objects (whose exact
locations are unknown) into the POMDP [17]. However, these
algorithms require detection to be performed before tracking
and hence not applicable to our problem due to the low SNR.

In our earlier work [5], we presented a path planning
solution for tracking one object at a time, in a high SNR
environment with a fixed number of objects. This solution, also
based on a detection before tracking formulation, is not appli-
cable to the far more challenging problem of simultaneously
tracking an unknown and time-varying number of objects in
low SNR.

In this work, we propose an online path planning algorithm
for joint detection and tracking of multiple objects directly
from the received radio signal in low SNR environments. This
is accomplished by formulating it as a POMDP with an RFS-
based track-before-detect (TBD) multi-object filter.

TBD methods operate on raw, un-thresholded data [21] and
are well-suited for tracking in low SNR environments such as
infrared, optical [22]–[25], and radar [8], [26]–[29]. However,
TBD methods are computationally intensive, and TBD for
range-only (received signal strength) tracking has not been
developed. One of the main innovations of our solution is
to convert the raw signals received by the UAV receiver into
time-frequency input measurements for the multi-object TBD
filter (using the short time Fourier transform). Such signal
representation enables us to derive a separable measurement
likelihood function that yields a numerically efficient multi-
object TBD filter.

In order to accommodate the time-varying modes of move-
ments of the objects, we use a jump Markov system (JMS) to
model their dynamics. Further, to maintain a safe distance from
the objects, we impose an object avoidance constraint based
on the void probability functional in [17] for the planning
formulation.

The paper is organized as follows. Section II provides the
necessary background: problem statement, RFS and POMDP.
Section III establishes the track-before-detect measurement
model, and its implementation to track multiple radio-tagged
objects using POMDP with constraints. Section IV details nu-
merical results and comparisons with detection-based methods.
Section V reports concluding remarks.

II. BACKGROUND

In this work, we consider the problem of online trajec-
tory planning for a UAV to optimally detect and track an
unknown and time-varying number of radio-tagged objects.
Our solution to the problem can be formulated in an RFS-
POMDP framework with the multi-object filtering density as
the information state. Therefore in the following sections we
provide an overview of: i) RFS theory; ii) multi-object filtering
using RFS; and iii) the POMDP framework. We start with the
problem statement.

A. Problem Statement

The sensor system under consideration consists of a UAV
with antenna elements, and a signal processing module. Fol-
lowing the sensor hardware description in [5], we present some
of its basic components:
• UAVs used are commercial, civilian, low cost, and small

form factor platforms with physical constraints on maxi-
mum linear and rotation speeds and onboard battery life.

• The main payload on a UAV is a directional antenna (e.g.,
Yagi antenna) to capture radio signals.

• The signal processing module is a hardware component
embodying a software defined radio capable of receiving
and processing multiple radio-tag signals simultaneously.

The objects of interest are equipped with radio transmitters
with on-off-keying signaling with low transmit power settings.
This strategy is commonly used in numerous applications
such as very high frequency (VHF) collared tags for wildlife
tracking [2]–[5], or safety beacons for search and rescue
missions [6], [7]. The transmitter design and signaling methods
are designed to conserve battery power, reduce the cost of
the transmitters, increase the transmitters’ lifespan as well as
reduce installation and maintenance costs. Such a transmitter
usually emits a pulse train of period T0. Within this period,
the pulse consists of a truncated sine wave with frequency f
over the interval [τ, τ +Pw], as illustrated later in Fig. 1. Low
power on-off-keying signals are difficult to detect in noisy
environments.

The objects of interest, e.g., people, wildlife, do not follow
very predictable trajectories (such as cars, or planes), and most
objects, wildlife, for instance, are afraid of the presence of
the UAV in their territories. As a result, the UAV also needs
to maintain a safe distance from objects, although getting
close to the objects of interest improves tracking accuracy.
Consequently, the received signals from the objects of interest
are even harder to detect.

B. Random Finite Set Models

For notational consistency, we use lowercase letters (e.g.,
x) for single-object states; capital letters (e.g., X) represent
the multi-object states; bold letters (e.g., x,X) are used for
labeled states; blackboard letters (e.g., X) denote state spaces.
Let 1A(·) denote the inclusion function of a given set A, and
F(A) denote the class of finite subset of A. If X = {x}, for
convenience, write 1A(x) instead of 1A({x}). For simplicity,
albeit with a slight abuse of notation, we use the symbol Φ(·|·)
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to denote the single-object and multi-object transition kernels,
and the symbol g(·|·) to denote the single-object and multi-
object measurement likelihood functions.

An RFS X on X is a random variable taking values in
the finite subsets of X. Using Mahler’s finite set statistic
(FISST), an RFS is fully described by its FISST density.
The FISST density is not a probability density [12], but it
is equivalent to a probability density as shown in [30]. We
introduce three common RFSs, Bernoulli RFS, multi-Bernoulli
RFS and labeled multi-Bernoulli RFS used in our work.

1) Bernoulli RFS: A Bernoulli RFS X on X has at most
one element with probability r for being a singleton distributed
over the state space X according to PDF p(·), and probability
1− r for being empty. Its FISST density is defined as follows
[12, p. 351]:

π(X) =

{
1− r X = ∅,
r · p(x) X = {x},

while its cardinality distribution ρ(·) is a Bernoulli distribution
parameterized by r.

2) Multi-Bernoulli RFS: is a union of a fixed number (say

N ) of independent Bernoulli RFSs: X =
N⋃
i=1

X(i), where X(i)

is a Bernoulli RFS on F(X) characterized by the existence
probability r(i) and probability density p(i) defined on X. Its
FISST density is given by [12, pp. 368]:

π({x(1), . . . , x(n)}) = π(∅)
∑

1≤i1 6=···6=in≤N

n∏
j=1

r(ij) · p(ij)(x(j))

1− r(ij)
,

where π(∅) =
N∏
i=1

(1− r(i)), and its cardinality distribution is

also a multi-Bernoulli distribution [12, pp. 369]:

ρ(n) = π(∅)
∑

1≤i1<···<in≤N

n∏
j=1

r(ij)

1− r(ij)
.

3) Labeled Multi-Bernoulli RFS: A labeled RFS with state
space X and label space L is an RFS on X × L where all
realizations of labels are distinct. Similar to the multi-Bernoulli
RFS, a labeled multi-Bernoulli (LMB) RFS is completely
defined by a parameter set {(r(λ), p(λ)) : λ ∈ Ψ} with index
set Ψ. Its FISST density is given by: [31]

π(X) = δ|X|(|L(X)|)w(L(X))pX,

where δ is the Kronecker delta, L(X) denotes the
set of labels extracted from X ∈ F(X × L),
p(x) = p(x, λ) = p(λ)(x), pX =

∏
(x,λ)∈X p

(λ)(x),

w(L) ,
∏
i∈L(1− r(i))

∏
λ∈L

1L(λ)r(λ)

(1− r(λ))
.

C. Multi-object Filtering Using RFS Theory

In the FISST approach, the multi-object state at time k is
modeled as a (labeled) RFS Xk. The representation of a multi-
object state by a finite set provides consistency with the notion
of estimation error distance [25]. Let z1:k denote the history
of measurement data from time 1 to k. Then using the FISST

concept of density and integration, the filtering densities can
be propagated using the prediction and update steps of the
Bayes multi-object filter [12]:

πk|k−1(Xk|z1:k−1)

=

∫
Φk|k−1(Xk|Xk−1)πk−1(Xk−1|z1:k−1)δXk−1, (1)

πk(Xk|z1:k) =
g(zk|Xk)πk|k−1(Xk|z1:k−1)∫
g(zk|X)πk|k−1(X|z1:k−1)δX

, (2)

where πk|k−1(·|z1:k−1) denotes a multi-object predicted
density; πk(·|z1:k) denotes a multi-object filtering density;
Φk|k−1(·|·) denotes a transition kernel from time k − 1 to
k; g(zk|·) denotes a measurement likelihood function at time
k. Note that the multi-object transition kernel Φk|k−1(·|·)
incorporates all dynamic aspects of objects including death,
birth and transition to new states. The integral is a set integral
defined for any function p : F(X× L)→ R, given by:∫

p(X)δX =

∞∑
n=0

1

n!

∑
(l1,...,ln)∈Ln

∫
Xn

p({(x(1), l(1)), . . . , (x(n), l(n))})d(x(1), . . . , x(n))

Generally, the FISST Bayes multi-object recursion is in-
tractable. However, considerable interest in the field has lead
to a number of filtering solutions such as the probability
hypothesis density (PHD) filter [32], the cardinalized PHD
(CPHD) filter [33], the multi-object multi-Bernoulli (MeM-
Ber) filter [12], [34], the generalized labeled multi-Bernoulli
(GLMB) filter [35], [36], and the labeled multi-Bernoulli
(LMB) filter [31].

D. Partially Observable Markov Decision Process

POMDP (partially observable Markov decision process) is
a theoretical framework for stochastic control problems and
is described by the 6-tuple

[
F(T)×U,A, T ,R,F(Z), g(·|·)

]
where [38], [54]–[56]
• T = X× L is the labeled state space;
• F(T) × U is the space where each of its elements is

an ordered pair (X, u), with X being an object state
(possibly a multi-object state) and u an observer state;

• A: a set of control actions;
• T : a state-transition function on

[
F(T) × U

]
× A ×[

F(T) × U
]

where T ((X, u), a, (X′, u′)) is the proba-
bility density of next state (X′, u′) given current state
(X, u) and action a taken by the observer;

• R: a real-valued reward function defined on A;
• F(Z): a set of observations;
• g(·|·): an observation likelihood function on F(Z) ×[
F(T)×U

]
×A where g(z|(X, u), a) is the likelihood of

an observation z given the state (X, u), after the observer
takes the action a.

The main goal in a POMDP is to find an optimal action a∗k
that generates an optimal trajectory (a sequence of observer’s
positions) by maximizing the total expected reward over H
look-ahead steps. Specifically, the total expected reward is
E[
∑H
j=1 γ

j−1Rk+j(ak)] with E[·] denoting the expectation
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operator, and discount factor γ ∈ (0, 1] to moderate the effects
of future rewards on current actions.

In this work, we propose using an information-based reward
function. For the purpose of joint detection and tracking, where
reducing overall uncertainty is the main objective, such a
reward function is more appropriate because more information
implies less uncertainty [17]. There are other reward functions,
such as cardinality variances [18], which are good at estimat-
ing the number of objects or the OSPA-based method in [19]
that depends on user-defined threshold values. In contrast,
the information-based methods capture overall cardinality and
position information, and can be efficiently computed in a
closed-form. A detailed comparison between task-based and
information-based reward functions can be found in [57].

Suppose πk+H|k(·|z1:k) is the predicted density to time k+
H given measurements up to time k, which can be calculated
recursively by only using the Bayes prediction step in (1) from
time k to k+H . Now, suppose ak is the control action applied
to the UAV at time k; then, the UAV follows a trajectory
consisting of a sequence of discrete positions uk+1:k+H(ak) =
[uk+1(ak), . . . , uk+H(ak)]T with corresponding hypothesized
measurements zk+1:k+H(ak) = [zk+1(ak), . . . , zk+H(ak)]T .
Then the filtering density πk+H(·|z1:k, zk+1:k+H(ak)) can be
computed recursively using the Bayes filter in (1) and (2) from
time k to k+H . The reward function can be specified in terms
of information divergence between the filtering density and
the predicted density. The rationale is that a more informative
filtering density yields better estimation results. Thus, it is
appropriate to choose an optimal policy that generates a
more informative filtering density. Since the filtering density
is equally or more informative than the predicted density,
maximizing the information divergence between the filtering
density and the predicted density often results in a more
informative filtering density, and consequently, a better track-
ing performance. In particular, the information-based reward
function is given by [37]:

Rk+H(ak) = D(πk+H(·|z1:k, zk+1:k+H(ak),πk+H|k(·|z1:k)),

where D(π2,π1) is the information divergence between two
FISST densities, π2 and π1. Some information divergence
candidates are Rényi divergence (including Kullback-Leibler
divergence) and Cauchy-Schwarz divergence, described below:

1) Rényi divergence: between any two FISST densities, π2

and π1, is defined as [13]:

DRényi(π2,π1) =
1

α− 1
log

∫
πα2 (X)π1−α

1 (X)δX

where α ≥ 0 is a parameter which determines the emphasis
of the tails of two distributions in the metric. When α → 1,
we obtain the well-known Kullback-Leibler (KL) divergence.

2) Cauchy-Schwarz divergence: between any two FISST
densities, π2 and π1, is defined as [16]:

DCS(π2,π1) = − log

( ∫
K |X|π2(X)π1(X)δX√∫

K |X|π2
2(X)δX

∫
K |X|π2

1(X)δX

)

where K denotes the unit of hyper-volume on T.

III. PROBLEM FORMULATION

The problem we formulate involves tracking multiple radio-
tagged objects of interest. The state of a single object of
interest comprises of all of its kinematic state (denoted as
ζ = [x, s]T ∈ R4 × S), including its position and velocity
x ∈ R4, and its unknown dynamic model s ∈ S (e.g.,
wandering, constant velocity). Furthermore, each object of
interest transmits an on-off-keying signal, as illustrated later in
Fig. 1, with unknown offset time τ ∈ R+

0 (a non-negative real
number), and an unknown unique frequency index λ ∈ L ⊂ N
(a natural number). Thus, the state of a single object of interest
is x = [ζ, τ, λ]T ∈ T = X× L, where X ⊆ R4 × S× R+

0 .
We begin with a model of the received radio signal in

Section III-A and derive its separable measurement likelihood
function in Section III-B. We detail our proposed TBD al-
gorithm to track multiple radio-tagged maneuvering objects
in Section III-C. We formulate our UAV trajectory planning
problem as a POMDP in Section III-D.

A. Measurement Model

Given a multi-object state X ∈ F(T), each object x =
[ζ, τ, λ]T ∈ X, uniquely identified by frequency index λ,
transmits an on-off-keying signal within a frequency band
(e.g., 148− 152 MHz VHF band commonly used for wildlife
transmitters [39]) to a directional antenna mounted on an
observer.

The receiver model of the observer is illustrated in Fig. 2.
Here, a Software Defined Radio (SDR) collects received
signals from the antenna and down-converts the received signal
v via the Hilbert transform and a mixer to a baseband signal
y, which is subsequently digitized via an embedded analog-
to-digital converter (ADC) [40]. The digitized signal is then
transformed to the time-frequency domain via a short time
Fourier transform (STFT) algorithm (Fig. 2c). In practice, the
following assumptions for the receiver are made:
• The required safety distance between the observer and

each object of interest is sufficiently large, so that the
transmitted signal can be treated as a far-field signal and
the effect of multipath is negligible [5].

• The receiver noise η, which may come from the outside
environment or thermal noise generated from electronic
devices within the receiver, is narrowband wide-sense-
stationary (WSS) Gaussian because the bandwidth Bw is
small compared to the center frequency fc, Bw � fc
[41, pp.116].

In the following, we construct a model of the received signals
captured by the receiver, beginning with the antenna model.
Antenna Model (Fig. 2a): For a single object with state
x = [ζ, τ, λ]T , the signal s(x) measured at a reference distance
d0 > 0 in the far field region can be modeled as:

s(x)(t) =
A(λ)

dκ0
cos[2π(fc + f (λ))t+ φ(λ)]rectT0

Pw
(t− τ),

where A(λ), f (λ), φ(λ) are the signal amplitude, baseband
frequency and phase, respectively, corresponding to frequency
index λ of object x; κ is a dimensionless path loss exponent
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Fig. 1. Illustration for an on-off-keying discrete-time signal ṽ(x)[·] and a
STFT windowing method at the kth measurement interval [tk−1, tk). R is
the hop size, Nw is the window width, Pw is the pulse width, τ is the pulse
time offset, T0 is the period of the pulse. The STFT window frame is indexed
at mR/fs where m ∈ {0, . . . ,M − 1}, and M is the number of window
frames in one measurement interval. m(τ) = dτfs/Re is the time frame
index of the signal transmitted from object x.

that depends on the environment and typically ranges from 2
to 4; fc is the center frequency of the band of interest; and

rectT0

Pw
(t− τ) =

∞∑
n=−∞

boxcarτ+Pw
τ (t+ nT0) (3)

is a periodic rectangular pulse train with period T0, pulse width
Pw; boxcarba(·) is a function which is unity on the interval
[a, b] and zero elsewhere.

At the output of the directional antenna, the noiseless
received signal from a given set X of objects of interest is
modeled as:

v(u)(t) =
∑
x∈X

v(x,u)(t).

Here, v(x,u) is the individual signal contribution of object with
state x measured by the observer with state u, given by [5]:

v(x,u)(t) = (4)

γ(ζ, u) cos[2π(fc + f (λ))t+ ψ(ζ, u)]rectT0

Pw
(t− τ),

where
• u = [p(u); θ(u)] is the observer state which comprises of

its position p(u) and heading angle θ(u);
• γ(ζ, u) = A(λ)GrGa(ζ, u)(d0/d(p(ζ), p(u)))κ is the re-

ceived signal magnitude when distance between the po-
sition of object x (p(ζ)) and the position of observer u
(p(u)) is d(p(ζ), p(u));

• Gr is the receiver gain to amplify the received signal;
• Ga(ζ, u) is the directional antenna gain that depends on

a UAV’s heading angle θ(u) and its relative position with
respect to the position of object x;

• (ζ, u) = φ(λ)−(fc+f
(λ))d(p(ζ), p(u))/c is the received

signal phase, where c is the signal velocity.

Remark 1. Notably, the measured signal v(x,u) always
depends on the observer state u. Hereafter, for notational
simplicity, u is suppressed. e.g., v(x) , v(x,u); γ(ζ) , γ(ζ, u).

Software Defined Radio (SDR) (Fig. 2b): The received signal
v is down-converted from the VHF band to the baseband via
the Hilbert transform and the mixer. This down-conversion
step implemented on the SDR’s hardware components is a

Fig. 2. The receiver model. |X| objects transmit on-off-keying analog
signals in the time domain. These signals are captured by the antenna and
subsequently digitized through a software defined radio device, and converted
to time-frequency domain measurements using an STFT algorithm.

linear operation and is presented here for completeness. The
baseband signal, ṽ, is given by:

ṽ(t) =
∑
x∈X

ṽ(x)(t), (5)

where

ṽ(x)(t) , [v(x)(t) + j[v(x)]∗(t)]e−j2πfct (6)

= γ(ζ)ejψ(ζ)ej2πf
(λ)trectT0

Pw
(t− τ);

j is the imaginary unit; [v(x)]∗ is the complex conjugate of
v(x). Since the received signal is corrupted by receiver noise
η ∼ N (·; 0,Ση), the total baseband signal y can be written
as:

y(t) =
∑
x∈X

ṽ(x)(t) + η(t). (7)

This continuous baseband signal y(·) in (7) is sampled at
rate fs by the ADC component, which generates a discrete-
time signal y[·], given by y[n] , y(n/fs).
Short-Time Fourier Transform (Fig. 2c): The short time
Fourier transform (STFT) converts the received signal to a
time-frequency measurement. Since the on-off keying pulse
offset time τ is unknown, we apply STFT to divide the
measurement interval into shorter segments of equal length
to capture the sinusoidal component of the received signal
to estimate τ from the measurement. Fig. 1 illustrates how
the STFT is implemented over one measurement interval
[tk−1, tk) of a discrete on-off keying signal (the dash line in
Fig. 1) with period T0 and pulse width Pw.

To capture the characteristics of the entire signal, we choose
the kth measurement interval to be [tk−T0, tk) to fully contain
one cycle of the periodic pulse train. The discrete-time signal
on [tk−T0, tk), at the STFT window frame m ∈ {0, . . . ,M−
1}, is given by:

y
(m)
k [n] , y(tk − T0 +mR/fs + n/fs), (8)

where n = {0, 1, . . . , Nw − 1}.
We set the hop size R and the STFT window width Nw to

meet the following condition,

1/f (λ) ≤ Nw < R = Pwfs/2, (9)

to ensure that the rectangular pulse of signal ṽ(x) in (6) over
the interval [tk − T0 + τ, tk − T0 + τ + Pw) contains two
non-overlapping STFT window indices, {m(τ),m(τ) + 1} as
illustrated in Fig. 1, such that these two STFT windows are
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Fig. 3. a) Illustration of two on-off-keying signals superpositioned in the time domain: v(t) = [cos(40t) + 2 cos(100t)]rect10.35(t − 0.4) at the sampling
rate fs = 1 kHz; b) The signals are well-separated in frequency domain when using a 4-term Blackman Harris window with Nm = 8, where Nw = 150
samples and the main-lobe width (in Hz) Nmfs/Nw = 53.33 Hz < 4f = 60 Hz; c) However, it is not separable when Nw = 42 samples where the
main-lobe width (in Hz) Nmfs/Nw = 190.47 Hz > 4f = 60 Hz.

only composed of the sinusoidal part of the signal. Thus, the
number of window frames in one measurement interval is

M = d2T0/Pwe, (10)

where d·e is the ceiling operator. The corresponding L-point
STFT of y(m)

k [·] using the windowing function w[·] is:

Y
(m)
k [l] =

Nw−1∑
n=0

y
(m)
k [n]w[n]e−j(n+mR)2πl/L, (11)

for l = {0, 1, . . . , L − 1} (definitions of different window
functions for extracting short-time signal segments and their
properties can be found in [42]).

At the kth measurement interval, let Xk denote the multi-
object state and xk = [ζk, τk, λk]T be an element of Xk. By
substituting (3), (6), (7), (8) into (11), and combining with
conditions in (9), Y (m)

k [l] can be written in term of signal and
noise components as:

Y
(m)
k [l] =

∑
xk∈Xk

G(m,l)(xk) +H
(m)
k [l] (12)

where

G(m,l)(xk) =

{
γ(ζk)ejψ(ζk)W [l − l(λk)] if m ∈ {m(τk),m(τk) + 1}
0 otherwise,

(13)

W [m] =

Nw−1∑
n=0

w[n]e−jn2πl/L, (14)

l(λk) = bLf (λk)/fsc, (15)

m(τk) = dτkfs/Re, (16)

H
(m)
k [l] =

Nw−1∑
n=0

η
(m)
k [n]w[n]e−j(n+mR)2πl/L, (17)

η
(m)
k [n] , η(tk − T0 +mR/fs + n/fs). (18)

Now the measurement data zk at the kth measurement inter-
val is an M ×L matrix, with each element z(m,l)

k = |Y (m)
k [l]|,

i.e., the magnitude of Y (m)
k [l] defined in (12).

Notably, to increase the estimation accuracy of the number
of transmitted signals, we need to reduce the interference
among signal signatures in the frequency domain. Let Nm
denote the main-lobe width (in bins), where each windowing
function w[·] affects Nm differently, as shown in Table I [42].
Denote 4f as the minimum frequency separation among all
transmitted signals, given by4f = min

i,j∈{1,...,|X|}
|f (λi)−f (λj)|

TABLE I
MAIN-LOBE WIDTH (IN BINS) Nm FOR VARIOUS WINDOWING FUNCTIONS

Windowing
Function Rectangular Hamming Blackman B-term

Blackman-Harris

Nm 2 4 6 2B

where i 6= j. To ensure resolvability of signal frequencies
we require the main-lobe width (in Hz) of the signal signa-
tures be well-separated [42], as illustrated in Fig. 3b; hence
Nmfs/Nw ≤ 4f , which implies

Nw ≥ dNm
fs
4f
e. (19)

Next, we derive the measurement likelihood given measure-
ment zk and the condition in (19).

B. Measurement Likelihood Function

Let C(xk) denote the influence region of an object with
state xk, given by:

C(xk) , {(m, l) : |G(m,l)(xk)| > 0}, (20)

where G(m,l)(xk) is defined in (13). We have the following
proposition:

Proposition 1. Given a multi-object Xk, and its correspond-
ing measurement zk at the kth measurement interval. If the
influence region of each object does not overlap, i.e.,

C(xk) ∩ C(x′k) = ∅ ∀ xk,x
′
k ∈ Xk, (21)

then the measurement likelihood function is given by:

g(zk|Xk) ∝
∏

xk∈Xk

gzk(xk), (22)

where

• gzk(xk) =
∏

(m,l)∈C(xk)

ϕ(z
(m,l)
k ; |G(m,l)(xk)|,Σz)
φ(z

(m,l)
k ; Σz)

;

• ϕ(·; |G(m,l)(xk)|,Σz) is the Ricean distribution with
mean |G(m,l)(xk)| and covariance Σz;

• φ(·; Σz) is the Rayleigh distributions with covariance Σz;
• Σz = EwΣη/2 is the receiver noise covariance in

frequency domain;

• Ew =
Nw−1∑
n=0

|w[n]|2 is the window energy;

Proof: See the Appendix.
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For our particular problem, given a multi-object X, a single
object x = [ζ, τ, λ]T ∈ X is uniquely identified by the
unique frequency index λ. Furthermore, condition (19) ensures
negligible interference in the frequency domain between the
signals emitted from objects with different λ. As shown in
[43], using the 4-term Blackman Harris window, the side-
lobe level is less than −92 dB compared to the main-lobe
level. Consequently, for all practical purposes, we can consider
that the influence region of each object does not overlap, i.e.,
C(x) ∩ C(x′) = ∅ ∀ x,x′ ∈ X. Thus, Proposition 1 applies
to our measurement model.

C. Multi-object Tracking

Tracking an unknown number of objects of interest under
noisy measurements is a difficult problem. It is even more
challenging when the number of objects of interest may
change over time. Due to the low power characteristics of
signals from radio-tagged objects, detection-based approaches
often fail to detect objects in low signal-to-noise ratio (SNR)
environments, especially when objects appear or disappear fre-
quently, which lead to higher tracking errors. Thus, detection
based approaches may not be suitable for tracking radio-tagged
objects in low SNR environments due to the information loss
during the thresholding process to detect objects’ signals. On
the other hand, the TBD method, using raw received signals
as measurements, preserves all of the signals’ information and
has been successfully proven to be an effective filter under low
SNR environments in [8], [22]–[29], [44].

We propose using the TBD-LMB filter [29] to track mul-
tiple, unknown and time-varying number of objects. For our
particular problem, the single object state x = [ζ, τ, λ]T =
[ζ̄, λ]T ∈ X is uniquely identified by λ ∈ L, where L
(assumed to be known)1 is a discrete label space containing
all frequency indices λ, and ζ̄ = [ζ, τ ]T ∈ X is the object
state without label. Hence, the multi-object X ∈ F(T) is in
fact a labeled RFS. Our initial prior is an LMB density with
label space L and an LMB birth model with label space B
to accommodate an increase in the label space that can occur
during UAV path planning for tracking objects2. Since we use
the LMB birth model, TBD-GLMB filter in [29] reduces to a
TBD-LMB filter.

TBD-LMB filter provides a simple and elegant solution for
a multi-object tracking approach in a low SNR environment.
However, existing applications of TBD-LMB filters do not
make use of jump Markov system (JMS) models. Following
[45], we incorporate a JMS model to the proposed TBD-
LMB filter by augmenting a discrete mode into the state

1In practice, the assumption that L is known holds; for example, con-
servation biologists possess a collection of radio-tagged wildlife captured,
tagged and released back into the wild. However, λ ∈ L itself cannot be
directly inferred from the measurements, especially under the low signal-to-
noise ratio scenarios where existing object signals may or may not be received
by the sensor and the sensor also receives interfering measurements (from
other users) and thermal noise generated measurement artifacts not originating
from any object.

2Notably, in an application where no new objects are introduced into the
system over time, the label space L remains unchanged and the set of LMB
birth parameters as expressed in (24) vanishes. In a practical application, the
birth model can accommodate, for example, newly released wildlife during
the operation of a tracking task by a UAV.

vector: ζ = [x, s]T , where x is the object position and
velocity, s ∈ S = {1, 2, ..., S0} is the object dynamic
mode, S0 ∈ N+ is a positive natural number. Moreover,
the mode variable is modeled as first-order Markov chain
with transitional probability tk|k−1(sk|sk−1). Hence, the state
dynamics and measurement likelihood for a single augmented
state vector are given by:

Φk|k−1(xk|xk−1) = Φk|k−1(ζ̄k|ζ̄k−1)δλk−1
(λk),

gzk(xk) = gzk(xk, τk, λk) = g(λk)
zk

(xk, τk),

where

Φk|k−1(ζ̄k|ζ̄k−1) = N (xk;F
(sk−1)
k−1 xk−1, Q

(sk−1))

×N (τk; τk−1, Q
(τ))tk|k−1(sk|sk−1);

N (·;µ,Q) denotes a Gaussian density with mean µ and
covariance Q; F (sk−1)

k−1 is the single-object dynamic kernel on
the discrete mode sk−1. The offset time τ is estimated using
a zero mean Gaussian random walk method with covariance
Q(τ) = σ2

τT
2
0 , where σ2

τ is the standard deviation of the time
offset noise. The frequency index λk ∈ L is unique and static,
thus the transition kernel for λk is given by:

δλk−1
(λk) =

{
1 λk = λk−1,

0 otherwise.
(23)

LMB Prediction: At time k − 1, suppose the filtering
density πk−1 is an LMB RFS described by the parame-
ter set {r(λ)

k−1, p
(λ)
k−1}λ∈Lk−1

with state space X and label
space Lk−1 (for notational convenience, we use πk−1 =

{r(λ)
k−1, p

(λ)
k−1}λ∈Lk−1

to denote the density of an LMB
RFS), and the birth model is also an LMB RFS πB,k =

{r(λ)
B,k, p

(λ)
B,k}λ∈Bk with state space X and label space Bk

(with Lk−1∩Bk = ∅), then the predicted multi-object density
is also an LMB RFS πk|k−1 = {r(λ)

k|k−1, p
(λ)
k|k−1}λ∈Lk|k−1

with
state space X and label space Lk|k−1 = Lk−1 ∪ Bk, given
by [31]:

πk|k−1 = {r(λ)
E,k|k−1, p

(λ)
E,k|k−1}λ∈Lk−1

∪ {r(λ)
B,k, p

(λ)
B,k}λ∈Bk

(24)

where

r
(λ)
E,k|k−1 =r

(λ)
k−1 · 〈p

(λ)
k−1, p

(λ)
S,k〉, (25)

p
(λ)
E,k|k−1(ζ̄) =

〈Φk|k−1(ζ̄|·), p(λ)
k−1p

(λ)
S,k〉

〈p(λ)
k−1, p

(λ)
S,k〉

, (26)

and 〈·〉 is the inner product calculated on the previous state
ζ̄k−1, given by:

〈α, β〉 =
∑
s

∫
α(x, τ |s)β(x, τ |s)d(x, τ). (27)

LMB Update: Given the predicted LMB πk|k−1 =

{r(λ)
k|k−1, p

(λ)
k|k−1}λ∈Lk|k−1

defined in (24), and a separable
measurement likelihood function as in (22), then the filtering
LMB is given by [25]:

πk = {r(λ)
k , p

(λ)
k }λ∈Lk|k−1

(28)
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where

r
(λ)
k =

r
(λ)
k|k−1〈p

(λ)
k|k−1, g

(λ)
zk 〉

1− r(λ)
k|k−1 + r

(λ)
k|k−1〈p

(λ)
k|k−1, g

(λ)
zk 〉

, (29)

p
(λ)
k =

p
(λ)
k|k−1g

(λ)
zk

〈p(λ)
k|k−1, g

(λ)
zk 〉

, (30)

D. Path Planning Under Constraints

We formulate the online UAV path planning problem for
joint detection and tracking as a partially observable Markov
decision process (POMDP) which has been proven as an
efficient and optimal technique for trajectory planning prob-
lems [46], [58]. In the POMDP framework, the purpose of
path planning is to find the optimal policy (e.g. a sequence of
actions) to maximize the total expected reward [19]. Hence,
we first focus on evaluating the reward functions. Second,
we incorporate a void constraint to maintain a safe distance
between the UAV and objects of interest.

1) Reward Functions for Path Planning: Let Ak ∈ A de-
note a set of possible control vectors ak at time k. A common
approach is to calculate an optimal action that maximizes the
total expected reward over a look ahead horizon H [13], [15],
[17]—see Section II-D:

a∗k = arg max
ak∈Ak

E
[ H∑
j=1

γj−1Rk+j(ak)
]

(31)

Since an analytical solution for the expectation of (31) is
not available in general, two popular alternatives are to use
Monte-Carlo integration [13], [17] or the predicted ideal
measurement set (PIMS) as in [14], [15], [47]. Using PIMS,
the computationally lower cost approach, we only generate one
ideal future measurement at each measurement interval [15],
[47]. Hence, instead of (31), the optimal action is defined by:

a∗k = arg max
ak∈Ak

H∑
j=1

γj−1R̂k+j(ak), (32)

where

R̂k+j(ak) = D(πk+j(·|z1:k, ẑk+1:k+j(ak),πk+j|k(·|z1:k)). (33)

In (33), the predicted density πk+j|k(·|z1:k) is calculated by
propagating the filtering density πk(·|z1:k) in (28) using the
prediction step3 in (25), (26) repeatedly, from time k to k+ j.
In contrast, the filtering density πk+j(·|z1:k, ẑk+1:k+j(ak)) is
computed recursively by propagating πk(·|z1:k) in (28) from
k to k+ j using both prediction in (25), (26) and update steps
in (29), (30) with the ideal measurement ẑk+1:k+H(ak). The
ideal measurement ẑk+1:k+j(ak) is computed by the following
steps [15]:

i) Sampling from the filtering density πk(·|z1:k) in (28);
ii) Propagating it to k + j using the prediction step in (25),

(26);

3The prediction step generally includes birth, death and object motion. For
improving computational time and tractability, we limit this to object motion
only as in [17].

iii) Calculating the number of objects n̂k+j|k and the esti-
mated multi-object state X̂k+j|k = {x̂(i)

k+j|k}
n̂k+j|k
i=1 ;

iv) Simulating the ideal measurement at k + j based on
the measurement model in (12) with the estimated state
X̂k+j|k.

The number of LMB components for the predicted
density πk+j|k(·|z1:k) and the filtering density
πk+j(·|z1:k, ẑk+1:k+j(ak)) are the same because
the measurement likelihood function is separable.
For notational simplicity, π1 , πk+j|k(·|z1:k) and
π2 , πk+j(·|z1:k, ẑk+1:k+j(ak)) are two LMB densities
on X with the same label space L (see Section II-B3 for a
definition of an LMB density), given by:

π1 = {r(λ)
1 , p

(λ)
1 }λ∈L; π2 = {r(λ)

2 , p
(λ)
2 }λ∈L; (34)

and rewriting π1 and π2 in terms of LMB densities:

π1(X) = δ|X|(|L(X)|)w1(L(X))pX1 (35)

π2(X) = δ|X|(|L(X)|)w2(L(X))pX2 . (36)

Hence, evaluating R̂k+j(ak+j) requires calculating the di-
vergence between the two LMB densities π2 and π1. We con-
sider two candidate divergence measures: i) Rényi divergence;
and ii) Cauchy-Schwarz divergence described in Section II-D.
However, given the non-linearity of our measurement likeli-
hood, both divergence measures have no closed form solution.
Therefore, we approximate the divergence between two LMB
densities using Monte-Carlo sampling. In contrast to [47]
where Monte Carlo sampling was used to approximate the
first moment, we approximate the full distribution.

1) Rényi Divergence Approximation From the definition in
Section II-D, we have:

DRényi(π2,π1) =
1

α− 1
log

∫
πα2 (X)π1−α

1 (X)δX

=
1

α− 1
log

∫ [(
δ|X|(|L(X)|)w2(L(X))[p2(·)]X

)α
(37)

×
(
δ|X|(|L(X)|)w1(L(X))[p1(·)]X

)1−α]
δX.

Since [pX]α =
[∏

x∈X p(x)
]α

=
∏

x∈X[p(x)]α = [pα]X,
using Lemma 3 in [35], this becomes:

DRényi(π2,π1) =
1

α− 1
log

[∑
L⊆L

wα2 (L)w1−α
1 (L) (38)

×
∏
λ∈L

[ ∫ [
p

(λ)
2 (ζ̄)

]α[
p

(λ)
1 (ζ̄)

]1−α
dζ̄
]]
.

Each λ component of πj (j = 1, 2), the continuous
density p

(λ)
j (·), is approximated by a probability mass func-

tion p̂j
(λ)(·) using the same set of samples {ζ̄(λ,i)}Nsi=1 with

different weights {ω(λ,i)
j }Nsi=1:

p
(λ)
j (ζ̄) ≈ p̂(λ)

j (ζ̄) =

Ns∑
i=1

ω
(λ,i)
j δ

ζ̄(λ,i)
(ζ̄). (39)

Using Monte Carlo sampling, the product between the two
continuous densities in (38) can be approximated by the
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product of two probability mass functions on the finite samples
{ζ̄(λ,i)}Nsi=1, given by:∫ [

p
(λ)
2 (ζ̄)

]α[
p

(λ)
1 (ζ̄)

]1−α
dζ̄ ≈

Ns∑
i=1

[
p̂

(λ)
2 (ζ̄

(λ,i)
)
]α[

p̂
(λ)
1 (ζ̄

(λ,i)
)
]1−α

≈
Ns∑
i=1

[ Ns∑
j=1

ω
(λ,j)
2 δ

ζ̄(λ,j)
(ζ̄

(λ,i)
)
]α[ Ns∑

k=1

ω
(λ,k)
1 δ

ζ̄(λ,k)
(ζ̄

(λ,i)
)
]1−α

≈
Ns∑
i=1

[
ω

(λ,i)
2

]α[
ω

(λ,i)
1

]1−α
,

(40)
Substituting (40) into (38), the Rényi divergence becomes:

DRényi(π2,π1) ≈ 1

α− 1
(41)

× log

[∑
L⊆L

wα2 (L)w1−α
1 (L)

∏
λ∈L

[ Ns∑
i=1

(
ω

(λ,i)
2

)α(
ω

(λ,i)
1

)1−α]]
.

2) Cauchy-Schwarz Divergence Approximation From the
definition in Section II-D and following [17], we have:

DCS(π2,π1) = − log
( 〈π2,π1〉K√
〈π2,π2〉K〈π1,π1〉K

)
, (42)

where

〈πi,πj〉K =
∑
L⊆L

wi(L)wj(L)
∏
λ∈L

K〈p(λ)
i (·), p(λ)

j (·)〉, (43)

for i, j ∈ {1, 2}. Using the approach in (40), we have

〈πi,πj〉K ≈
∑
L⊆L

wi(L)wj(L)
∏
λ∈L

K
( Ns∑
k=1

ω
(λ,k)
i ω

(λ,k)
j

)
.

2) Void Probability Functional: The UAV needs to main-
tain a safe distance from objects, although getting close to the
objects of interest improves tracking accuracy. Therefore, in
the following section, we derive a void constraint for the path
planning formulation.

Let V (uk+j(ak), rmin) denote the void region of objects
based on a UAV’s position at time k + j if an action ak is
taken. This leads to a cylinder shape where the ground distance
between a UAV and any objects should be smaller than rmin,
given by:

V (uk+j(ak), rmin) =
{

x ∈ X :√
(p

(x)
x − p(uk+j(ak))

x )2 + (p
(x)
y − p(uk+j(ak))

y )2 < rmin

}
,

(44)
where p(x)

x , p
(x)
y and p

(uk+j(ak))
x , p

(uk+j(ak))
y denote positions

of x and uk+j(ak) in x− y coordinates, respectively.
Using the closed form expression for the void probability

functional4 of the GLMB in [17], we impose the constraint in
(44) on the trajectory planning problem as formulated below.

Given a region S ⊆ X and an LMB density π on X param-
eterized as π = δ|X|(|L(X)|)w(L(X))pX = {r(λ), p(λ)}λ∈L
where each λ component is approximated by a set of weighted
samples {ω(λ,i), ζ̄

(λ,i)}Nsi=1 : p(λ)(ζ̄) ≈
∑Ns
i=1 ω

(λ,i)δ
ζ̄(λ,j)

(ζ̄),

4Here, we use the notion of void probabilities as defined in [59].

the void functional of S given the multi-object density π,
Bπ(S), can be approximated as:

Bπ(S) ≈
∑
L⊆L

w(L)
∏
λ∈L

(
1−

Ns∑
i=1

w(λ,i)δ
ζ̄(λ,i)

(ζ̄)1S(ζ̄)
)

using the expression of the void probability functional in [17].
Now the maximization problem in (32) becomes:

a∗k = arg max
ak∈Ak

H∑
j=1

γj−1R̂k+j(ak) (45)

subject to the constraint

min
j∈{1,...,H}

[Bπk+j(·|z1:k)(V (uk+j(ak), rmin))] > Pvmin

where Pvmin denotes a void probability threshold.

IV. SIMULATION EXPERIMENTS

In this section, we evaluate the proposed online path plan-
ning strategy for joint detection and tracking of multiple radio-
tagged objects using a UAV.

A. Experimental Settings

A two-dimensional area of [0, 1500] m × [0, 1500] m is
investigated to demonstrate the proposed approach. The UAV’s
height is maintained at 30 m while the objects’ heights are
fixed at 1 m to limit the scope to a two-dimensional (2D)
problem5. The total flight time is 400 s for all experiments.

We also follow the same practical constraints mentioned in
[5] for our simulations. The UAV cannot change its heading
instantly, hence its maximum turning rate is limited to 4θuk =
|θuk − θuk−1| ≤ θumax (rad/s). In addition, since the planning
step normally consumes more time than the tracking step, we
apply a cruder planning interval Np compared to measurement
interval T0, such that Np = nT0 where n ≥ 2, n ∈ N (i.e.,
T0 = 1 s, Np = 5 s, the planning algorithm calculates the
best trajectory for the UAV in next five seconds at each five-
measurement-intervals instead of every measurement-interval).

An object’s dynamic mode s follows the jump Markov
system where its motion model is either: i) a Wandering (WD)
mode where an object moves short distances without any clear
purpose or direction; or ii) a constant velocity (CV) mode.

The Wandering (WD) Model:

xk = FWD
k−1 xk−1 + qWD

k−1 (46)

where FWD
k−1 = diag([1 0 1 0]T ), qWD

k−1 ∼ N (0, QWD)
is a zero mean Gaussian process noise with covariance
QWD = diag([0.25 m2, 2.25 (m/s)2, 0.25 m2, 2.25 (m/s)2]T ).
In the wandering model, the velocity components are instantly
forgotten and then sampled from covariance QWD at each time
step k. However, the sampled velocity components do not in-
fluence an object’s position. Further, the velocity components
in QWD are significantly larger than the position components
therein. This is necessary to achieve the fast moving behavior

5It can be easily extended to 3D; however, to save computational power,
we limit our problem to the 2D domain.
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Fig. 4. An illustration of received signals from four transmitting objects at distances of [120, 515, 400, 920] m for object 1, object 2, object 3 and object
4 respectively, to the UAV in the presence of complex receiver noise covariance Ση = 0.022 V 2. a) The received signal in the time domain without noise;
b) the received signal in the time domain in the presence of the complex white noise; c) spectrogram of the received signal in discrete time and frequency
domain (111× 256 frames) where the bright spots represent an object’s signal in a time-frequency frame.

of objects in the constant velocity dynamic mode when an
object switches from the wandering mode to the constant
velocity mode.

The Constant Velocity (CV) Model:

xk = FCVk−1xk−1 + qCVk−1,

FCVk−1 =

(
1 T0

0 1

)
⊗ I2, (47)

where ⊗ denotes the Kronecker tensor product operator be-
tween two matrices, and qCVk−1 ∼ N (0, QCV ) is a 4 × 1 zero
mean Gaussian process noise, with covariance

QCV = σ2
CV

(
T 3

0 /3 T 2
0 /2

T 2
0 /2 T0

)
⊗ I2,

and σCV is the standard deviation of the process noise
parameter.

There are four objects with different birth and death
times, listed in pairs as (tbirth, tdeath): (1, 250), (50, 300),
(100, 350), (150, 400) s. The four objects initially
follow the wandering model (WD) with initial state
vectors [800, 0.13, 300,−1.44]T , [200, 0.18, 700,−2.17]T ,
[1200,−1.94, 1000, 0.42]T , [900, 1.91, 1300,−2.04]T (with
appropriate standard units) at birth. One second period after
birth, object 1 and object 3 switch their dynamic mode to the
constant velocity mode while object 2 and object 4 continue
to follow the wandering model for 65 s. We detail the mode
changes (later) in Fig. 6.

For each newly born object, we assume an initial
birth state described by a Gaussian distribution with
means [800, 0, 300, 0]T , [200, 0, 700, 0]T , [1200, 0, 1000, 0]T ,
[900, 0, 1300, 0]T (with appropriate standard units) and co-
variance QB = diag([100 m2, 4 (m/s)2, 100 m2, 4 (m/s)2]T ).
In practice, such a setting is reasonable and captures the
prior knowledge about an object’s location. For example, in
applications such as wildlife tracking, conservation biologists
know the location of newly released wildlife or the locations
of entry and exit points of animals that can suddenly appear
in a scene from underground animal dwellings.

All the common parameters used in the following ex-
periments are listed in Tables II, III, and IV. In addition,
Fig. 4a illustrates a raw received signal without noise from
four transmitted objects along with a noisy received signal
in Fig. 4b. Furthermore, a single measurement set of the

TABLE II
BIRTH, DEATH, AND DYNAMIC MODE PARAMETERS

Parameter Value
Birth probability (rB) 10−6

Survival probability (pS ) 0.99
Initial mode probability [0.5 0.5]T

Mode transitional probability [0.99 0.01; 0.01 0.99]

Constant velocity noise (σCV ) 0.05 m/s2

TABLE III
SIGNAL PARAMETERS

Parameter Symbol Value
Center frequency fc 150 MHz

Baseband frequencies f (λ)
131 kHz, 201 kHz,
401kHz , 841 kHz

Sampling frequency fs 2 MHz
Pulse period T0 1 s
Pulse offset time τ (λ) 0.1 s, 0.2 s, 0.3 s, 0.4 s
Pulse width Pw 18 ms
Reference distance d0 1 m
Pulse amplitude A 0.0059 V
Path loss constant κ 3.1068

TABLE IV
MEASUREMENT PARAMETERS

Parameter Symbol Value
Receiver gain Gr 72 dB
Receiver noise covariance Ση 0.0252 V2

Number of window frames M 111

Number of frequency samples L 256

Window width Nw 256

Number of particles Ns 50, 000

UAV’s max heading angle θumax π/3 rad/s
UAV’s velocity vu 20 m/s
UAV’s initial position u1 [0; 0; 30;π/4]

Planning interval Np 5 s
Look-a-head horizon H 3
Minimum distance rmin 50 m
Void threshold Pvmin 0.9

OSPA (order, cut-off) (p, c) (1, 100 m)

noisy received signal after going through the STFT process
consisting of 111 × 256 time-frequency frames is illustrated
in Fig. 4c.
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c) object 3; and d) object 4.

B. Experiments and Results

We conduct two experiments: i) to validate and evaluate our
proposed planning method for joint detection and tracking; ii)
to compare performance against planning for tracking with
conventional detection-then-track methods.

Experiment 1–Validating Planning for Joint Detection and
Tracking: The first experiment is conducted with four objects
in various locations and moving in different directions where
birth and death times and motion dynamics are described in
Section IV-A. We employ a Rényi divergence based reward

function with receiver noise covariance Ση = 0.0252 V2

and the UAV undergoes trajectory changes every 15 s, i.e.,
the planning interval Np = 5 s with a look ahead horizon
H = 3 (see Table IV). Fig. 5a-b depict true object trajectories,
birth and death times together with the estimated tracking
accuracy for a typical experiment run. The results show
that the proposed planning for joint detection and tracking
accurately estimates position and cardinality of the objects.

Fig. 5c depicts the ground truth changes in the number
of objects over time with the estimated cardinality. We used
the optimal sub-pattern assignment (OSPA) metric [48] to
quantify the error between the filter estimates and the ground
truth to evaluate the multi-object miss distance. The spikes in
Fig. 5c indicate a high uncertainty in the estimated cardinality
distribution. The high uncertainty is due to low signal-to-noise
ratio (SNR) of received measurements. During path planning,
noisy signals lead to poor control decisions that result in the
UAV navigating to positions further from objects of interest
where the signal incident on the UAV sensor antenna is often
at an angle where the antenna gain is poor. Further, planning
decisions are also subject to void constraints. Consequently,
the existence probability of objects of interest can suddenly
increase or decrease after a poor control action.

The OSPA error over the tracking period for these objects
is depicted in Fig. 5d. We see changes in OSPA distance
during birth and death events and its subsequent reduction as
the planning algorithm undergoes course changes to improve
tracking accuracy. These results confirm that our trajectory
planning algorithm consistently tracks the time-varying num-
ber of object over time whilst making course changes to
improve estimation accuracy of all the objects.

Fig. 6 depicts the multiple motion modes of objects and
how it changes over time. The results show that although
the received signals are noisy, the filter can still accurately
estimate the correct mode of objects most of the time.

Fig. 7 depicts the evolution of true and estimated object
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Fig. 7. A typical UAV trajectory (green path) under the proposed path planning for joint detection and tracking algorithm for multiple radio-tagged objects.
Here: ‘◦’ locations of object births; ‘2’ locations of object deaths; ‘3’ current locations of the UAV. Faint tracks show objects subject to a death process.

trajectories under the control of the path planning scheme
subject to the void constraint. From these snapshots in time, we
can see that a typical trajectory to track objects under the birth
and death process agrees with our intuition. Initially, the UAV
navigates towards object 1. At time t = 50 s (Fig. 7a), object 2
is born; subsequently, the UAV maintains a trajectory between
the two objects with course changes to track both objects.
Object 3 is born at t = 100 s, the UAV undertakes course
changes to estimate the positions of all three moving objects
with a maneuver to follow object 1 and 2 whilst moving closer
to object 3 (Fig. 7b and c). We can observe a similar planning
strategy evolving when object 4 is born at time 150 s. The
UAV navigates to a position to be closer to all four objects
and maintain a position at the center of the four objects to
estimate the position of all four objects (Fig. 7d and e). At
time 250 s, object 1 vanishes, thus the UAV moves up towards
a position at the center of object 2, object 3 and object 4 to
track the remaining objects (Fig. 7f). Beyond 300 s, both object
1 and object 2 are no longer in existence; therefore we can
observe the UAV heading to a position between objects 3—
whilst maintaining the void constraint illustrated by the dashed
circle at the UAV position—and object 4 (Fig. 7g). After time
350 s, only object 4 exists; thus, the UAV undertakes trajectory
changed to move towards object 4 (Fig. 7h). The results show
that the proposed planning strategy is able to detect and track
all objects whilst dynamically acting upon different birth and
death events to maneuver the UAV to move to positions that
minimize the overall tracking error.

Experiment 2–Comparing Performance: In this experiment,
we compare our proposed online path planning for joint
detection and tracking formulation with the TBD-LMB filter

with planning for detection-then-track (DTT) methods using
a DTT-LMB filter [31]. We compare three trajectory planning
approaches for tracking: i) a straight path—direct the UAV
back and forth along a diagonal line between (0, 0) m and
(1500, 1500) m; ii) planning with Rényi divergence as the
reward function; and iii) planning with Cauchy divergence as
the reward function

The measurements for DTT are extracted based on a peak
detection algorithm to find the prominent peak such that the
minimum peak separation is Nm = 8 frequency bins—i.e. the
number of main-lobe width (in bins) for a 4-term Blackman
Harris window as listed in Table I. Since we examine the filter
performance under various receiver noise levels, it is more
appropriate to use a peak detection method compared to a fixed
threshold value. Further, the peak detection method is robust
against different noise levels, considering false alarm and
misdetection rates [49]. The planning for DTT methods uses
the same PIMS approach as per the TBD planning described
in Section III-D1.

We use the OSPA distance and its cardinality component
to compare performance across the three planning strategies
for TBD and DTT approaches. We perform 100 Monte Carlo
runs for each of the six cases, and receiver noise levels
Ση = 0.0102, 0.0152, . . . , 0.0502 V2 for the scenario shown in
Fig. 7. OSPA distance and cardinality results in Fig. 8 show
that the proposed path planning for TBD strategy provides
significantly better estimation performance over planning for
DTT-based strategies as demonstrated by the lower OSPA
distance in the presence of increasing receiver noise. The
TBD approaches are more effective than DTT approaches,
especially due to the failure of DTT methods to detect changes
in the number of objects in the presence of birth and death
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a)

b)

Fig. 8. Mean OSPA performance comparison across increasing receiver
noise values. Here, -Straight, -Rényi and -Cauchy denote straight path, Rényi
divergence and Cauchy divergence based planning strategies, respectively: a)
OSPA distance; b) OSPA cardinality.

processes as evident in Fig. 8b.
Intuition suggests that information based approach should

execute control actions to continually position the UAV to
locations with the best ability to track multiple objects under-
going motion changes. Information based planning strategies
outperforming the straight path approaches in both the TBD
and DTT methods agrees with this intuition. Although, Rényi
or Cauchy divergence as reward functions improve the overall
tracking performance compared to the straight path method,
we also observe that Rényi divergence is more discriminative
than Cauchy divergence in our task and yields better OSPA
distance values and hence the best performance.

V. CONCLUSION

In this paper, we have proposed an online path planning
algorithm for joint detection and tracking of multiple radio-
tagged objects under low SNR conditions. The planning for
multi-object tracking problem was formulated as a POMDP
with two information-based reward functions and the JMS
TBD-LMB filter. In particular, the planning formulation in-
corporates a practical constraint to maintain a safe distance
between the UAV and objects of interest to minimize the
disturbances from the UAV. We have derived a measure-
ment likelihood for the TBD-LMB filter and proved that the
likelihood is separable in practice for multiple radio-tagged
objects; thereby deriving an accurate multi-object TBD filter.
The results demonstrated that our approach is highly effective
in reducing the estimation error of multiple-objects in the pres-
ence of low signal-to-noise ratios compared to both detection-
then-track approaches and tracking without planning.

APPENDIX
MATHEMATICAL PROOFS

The following Lemma facilitates the proof of Proposition 1.

Lemma 2. The STFT of the discrete-time signal y(m)
k [·] can

be expressed in terms of in-phase and quadrature forms:

Y
(m)
k [l] =

∑
xk∈Xk

G(m,l)(xk) +H
(m)
k [l] = Y

(m)
k,I [l] + jY

(m)
k,Q [l].

Furthermore, the components, Y (m)
k,I [·] and Y

(m)
k,Q [·], are in-

dependent non-zero mean Gaussian random variables with
covariance Σz = EwΣη/2.

Proof: First, we show that the in-phase and quadrature
components of the noise terms H

(m)
k [·] of Y (m)

k [·] are in-
dependent. Next, we prove that the magnitude of the signal
term

∑
xk∈Xk

G(m,·)(xk) of Y (m)
k [·] has the form

∣∣µW [·]
∣∣

where µ is zero or a constant and W is as defined in
(14). Therefore, for a given frequency frame l, the in-phase
and quadrature components of Y (m)

k [·] are characterized by
constant signal terms of the form

∣∣µW [·]
∣∣ and independent

noise terms. Thus, as proven in [50, pp.17], the in-phase
and quadrature components are independent since their cross-
correlation coefficient is zero. Detailed as below.

Since the receiver noise η ∼ N (·; 0,Ση) is narrowband
wide-sense-stationary Gaussian, it can rewritten in terms of
in-phase and quadrature noise components [51, pp.159]:

η(t) = ηI(t) + jηQ(t). (48)

where ηI(·) and ηQ(·) are independent zero mean Gaussian
random variables with covariance Ση/2. Then the STFT
transformation of the noise components into time-frequency
frames in (17) follows:

H
(m)
k [l] = H

(m)
k,I [l] + jH

(m)
k,Q [l], (49)

where H
(m)
k,I [·] and H

(m)
k,Q [·] are also independent zero-mean

Gaussian random variables with covariance Σz = EwΣη/2, as
proven in [50, pp.10-12]. Thus, by rewriting Y

(m)
k [·] in (12)

in terms of in-phase and quadrature components, and letting
Γ

(m)
k [l] =

∑
xk∈Xk

G(m,l)(xk), for simplicity, we have:

Y
(m)
k [l] = Γ

(m)
k [l] +H

(m)
k [l]

=
(
Re{Γ(m)

k [l]}+H
(m)
k,I [l]

)
+ j
(
Im{Γ(m)

k [l]}+H
(m)
k,Q [l]

)
= Y

(m)
k,I [l] + jY

(m)
k,Q [l],

.

(50)
From the initial assumption in Proposition 1, C(xk) ∩

C(x′k) = ∅ ∀ xk,x
′
k ∈ Xk. Thus, (m, l) /∈ C(xk) ∩ C(x′k).

In other words, at time-frequency frame (m, l), at most one
object xk ∈ Xk contributes to the magnitude of |Γ(m)

k [l]|, such
that:

|Γ(m)
k [l]| = |

∑
xk∈Xk

G(m,l)(xk)| =

{
|G(m,l)(xk)| (m, l) ∈ C(xk)

0 otherwise,
(51)
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where, following the signal model illustrated in Fig. 1,

|G(m,l)(xk)| =

{∣∣γ(ζk)W [l − l(λk)]
∣∣ if m ∈ {m(τk),m(τk) + 1}

0 otherwise,

C(xk) = {m(τk),m(τk) + 1} × S(l(λk)),
(52)

and S(l(λk)) ⊆ {0, . . . , L−1} denotes the window function—
see Table I—dependent number of frequency samples con-
tributed by object xk .

According to (51) and (52), |Γ(m)
k [·]| is deterministic and has

the form
∣∣µW [·]

∣∣, where µ is zero or a constant. Consequently,
the cross-correlation coefficient ρIQ of Y (m)

k,I [·] and Y (m)
k,Q [·] is

zero, as proven in [50]:

ρIQ =
(
E
(
Y

(m)
k,I [l]Y

(m)
k,Q [l]

)
− Γ

(m)
k,I [l]Γ

(m)
k,Q[l]

)
/Σz = 0 (53)

Therefore, Y (m)
k,I [·] and Y (m)

k,Q [·] are both independent non-zero
mean Gaussians with the same covariance Σz = EwΣη/2. 2

Proof of Proposition 1: Applying Lemma 2, for any time-
frequency frame (m, l), Y (m)

k,I [l] and Y (m)
k,Q [l] are independent

non-zero mean Gaussian. Thus, combining the result in [50,
pp.17-18], if object xk contributes to the measurement zk at
time-frequency frame (m, l): |Γ(m)

k [l]| = |G(m,l)(xk)|, then
the measurement likelihood function of z(m,l)

k = |Y (m)
k [l]| is:

p(z
(m,l)
k |xk) = ϕ(z

(m,l)
k ; |G(m,l)(xk)|,Σz), (54)

where ϕ(x; ν,Σ) = x exp{−(x2 + ν2)/(2Σ)}I0(xν/Σ)/Σ is
a Ricean distribution; I0(·) is the Bessel function of the first

kind defined as I0(x) =
∞∑
j=0

(−1)j(x2/4)j/(j!)2.

When no signal contributes to a frame (m, l), |Γ(m)
k [l]| = 0;

then the measurement likelihood function of z(m,l)
k is:

p(z
(m,l)
k |xk) = φ(z

(m,l)
k ; Σz), (55)

where φ(x; Σ) = x exp{−x2/Σ}/Σ is a Rayleigh distribution.
Thus, at any given frame (m, l) ∈ {0, . . . ,M − 1} ×

{0, . . . , L − 1}, the measurement likelihood function of
z

(m,l)
k = |Y (m)

k [l]|, given object state xk follows:

p(z
(m,l)
k |xk) =

{
ϕ(z

(m,l)
k ; |G(m,l)(xk)|,Σz) (m, l) ∈ C(xk),

φ(z
(m,l)
k ; Σz) (m, l) /∈ C(xk).

Since there is no overlap between the influence regions of
two objects, i.e., C(xk) ∩ C(x′k) = ∅ ∀ xk,x

′
k ∈ Xk, the

measurement likelihood of zk conditioned on the multi-object
state Xk, can be modeled as a separable function:

g(zk|Xk) =
( ∏

xk∈Xk

∏
(m,l)∈C(xk)

ϕ(z
(m,l)
k ; |G(m,l)(xk)|,Σz)

)
×

∏
(m,l)/∈∪xk∈XkC(xk)

φ(z
(m,l)
k ; Σz) (56)

=

(M−1,L−1)∏
(m,l)=(0,0)

φ(z
(m,l)
k ; Σz)

∏
xk∈Xk

gzk(xk) ∝
∏

xk∈Xk

gzk(xk),

where

gzk(xk) =
∏

(m,l)∈C(xk)

ϕ(z
(m,l)
k ; |G(m,l)(xk)|,Σz)
φ(z

(m,l)
k ; Σz)

.2
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